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In this picture you see on the left side two possible perceptron-nets which are able to process the XOR-problem. In the middle you see a simple 
representation of a CNN-Network structure for classifying an MNIST-dataset, drawn in AlexNet-style. On the right side a truth diagram is shown 
which is used by a perceptron algorithm for classification. 

 

A collection of lessons for introducing the basic concepts of 

 artificial intelligence / neural nets in school classes.  

Target audience: between 14 and 18 years. 
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Thank you! 
 

to plan and create this lesson, inspiration from many different authors was necessary. Each of these authors has 

developed their own ideas to make this complex and fascinating field a bit more understandable. Therefore, their 

work should be acknowledged here: 

 

Youtube-Channels 
Author Title / Channel Link 

Josh Starmer Statquest https://www.youtube.com/c/joshstarmer 

Luis Serrano Luis Serrano Academy https://www.youtube.com/c/LuisSerrano 

Brandon Rohrer Brandon Rohrer https://www.youtube.com/c/BrandonRohrer 

Grant Sanderson 3Blue1brown https://www.youtube.com/c/3blue1brown 

Patrick Loeber Python Engineer https://www.youtube.com/c/PythonEngineer 

 

Books 
Author Title Publisher 

Andrew W. Trask (2019) Grokking Deep Learning Manning Publications 

Luis Serrano (2021) Grokking Machine Learning Manning Publications 

Michael Taylor (2017) The Math of Neural Networks Blue Windmill Media 

Michael Taylor (2017) Deep Learning: A visual introduction for beginners Blue Windmill Media 

 

Simulations 
Visualisations, Demonstrations, Simulations Topic 

https://www.cs.ryerson.ca/~aharley/vis/conv/flat.html  CNN-Demo 

https://poloclub.github.io/cnn -explainer/ CNN-Explainer 

https://lecture -demo.ira.uka.de/convolution-demo/  Convolution Demo 

https://playgr ound.tensorflow.org/ FAMOUS NeuralNetwork Demo 

https://lecture -demo.ira.uka.de/neural-network-demo/  Perceptron Demo 

https://www.mladdict.com/neural -network-simulator NeuralNet Simulator 

https://cs.stanford.edu/people/karpathy/convnetjs/demo/classify2d.html CNN-Demo 

https://anhcoi123.github.io/neural-network-demo/ NeuralNet Simulator 

http://alexlenail.me/NN -SVG/LeNet.html Drawing NNets in different styles 

https://editor.aifiddle.io/  Build NN interactively in Browser 

https://iludis.de/XOR_Perceptron/index.html NN-Simulator for XOR 

https://iludis.de/XOR_Perceptron2/index.html NN-Simulator for XOR, Variant 2 

https://iludis.de/PerceptronArea/index.html Simple Perceptron Simulator 

https://iludis.de/Perceptron/index.html  Perceptron with Gradient decent 
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https://www.youtube.com/c/LuisSerrano
https://www.youtube.com/c/BrandonRohrer
https://www.youtube.com/c/3blue1brown
https://www.youtube.com/c/PythonEngineer
https://www.cs.ryerson.ca/~aharley/vis/conv/flat.html
https://poloclub.github.io/cnn-explainer/
https://lecture-demo.ira.uka.de/convolution-demo/
https://playground.tensorflow.org/
https://lecture-demo.ira.uka.de/neural-network-demo/?preset=Rosenblatt%20Perceptron
https://www.mladdict.com/neural-network-simulator
https://cs.stanford.edu/people/karpathy/convnetjs/demo/classify2d.html
https://anhcoi123.github.io/neural-network-demo/
http://alexlenail.me/NN-SVG/LeNet.html
https://editor.aifiddle.io/
https://iludis.de/XOR_Perceptron/index.html
https://iludis.de/XOR_Perceptron2/index.html
https://iludis.de/PerceptronArea/index.html
https://iludis.de/Perceptron/index.html
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Lesson 1: Introduction to neural networks: Neuron and Rosenblatt perceptron 
 

 

What students should learn 
In 1958, the psychologist Frank Rosenblatt, who was also a computer scientist, had a brilliant idea: could we copy the 

principle of learning from biology and reproduce it in machine form? The principle of the artificial neuron was born.  

 

Students learn the structure of natural neurons and their connections by means of an insight into biology. Learning 

takes place by adapting the neuron-neuron connections. By interconnecting many neurons, emergent behavior 

develops: In interaction, the whole becomes more than the sum of all parts. Artificial neurons are derived from their 

natural templates.  

In the process, perceptons as simple binary classifiers are created. By connecting many neurons (multilayer 

perceptons), increasingly complex patterns can be learned and recognized. Learning takes place on the basis of 

adjustments of the weighting factors. 

 

 

Possible ́ ºÄTX«º´Ż activitie s  
Students hear the principle of the biological neuron in a short lecture from the teacher. The emphasis is on the 
principle, how the neuron is working ς and less on the technical terminology. This working principle is abstracted 
to introduce the perceptron in a questioning-developing section of the lesson teacher and students: 
 
The teacher works out the perceptron principle with the students as an abstraction of the natural neuron. Each 
functional unit from biology is reflected in the model: signal recording, signal processing and the neurons decision 
whether it fires or not.  
 

 

 

The scattering of astrocytes by Kevin Richetin, University of Lausanne, 
https://www.flickr.com/photos/snsf_image_competition/39695943910
/in/gallery-152683660@N07-72157671174356087/ 

Signaling in Neurons Signals called neuregulin (red) and ErbB4 
(green) are captured in neurons. T. Ahmed, A. Buonanno 
https://www.flickr.com/photos/nichd/29642147526/in/gallery-
152683660@N07-72157671174356087/ 
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Signal Direction 

Axon:  
Output s ignal of neuron 

Dendrites :  
Input interface of the neuron 

Axon terminal (synapse):  
Forwarding the signal of neuron 

Cell body with nucleus :  
neuron signal acquisition and processing 

Part I: The biological neuron in living beings 
The brain - the organ with which we think - is made up of many 'thinking cells' called neurons.   

These neurons have a typical, common structure:  

a) In an anterior part of the neuron cell (the cell body with nucleus and dendrites), signals from other neurons 

are recorded and added up.  

 

b) If these summarized signals from other nerve cells are strong enough, i.e., if a certain threshold value of 

excitation is exceeded, the neuron fires. A single neuron already makes a decision: If signals arrive, the 

neuron fires or not (possibly with different intensity). These are the reaction possibilities that a neuron has. 

 

c) When this is the case, a signal is conducted via a signal line (the axon),  

 

d) which is then via the Axon terminals (called Synapses) transmitted to further neurons.  

 

e) In this way, a signal has a certain direction:  

from the input, it is forwarded under the threshold condition to further, downstream neuron levels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a 

b 

c 
d 

e 
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Part II: Connecting biological neurons to neural nets 

The decision-making freedom of a single neuron becomes part of a whole network of decisions:  
¶ Many neurons are interconnected in such a way that the output of one neuron becomes the input of the next neuron.  

¶ And it goes even further: many upstream neurons can form the inputs of a downstream neuron.  

¶ Thus, a downstream neuron collects the decisions of many predecessors, weights them, and forms its own decision 

from them. 

This is called emergent behavior: A network of connected neurons is thus suddenly capable of intelligent behavior. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The real power of decisions lies in the connections between neurons:  
the synaptic connection between axon ends of the predecessor and dendrites of the successor can be varied:  

¶ Neuron-neuron connections can be more or less permeable. One speaks of different weights of the connections. 

 

¶ Learning thereby arises in the adjustment of the weights of the connections 

 

¶ A neural network can be trained in this way by  

adjusting the weights until the network is able to perform the given task. 

 

Upstream neurons:  
builds signal and forwards it to further neurons 

downstream neurons :  
collect signals from other neurons and add them 
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Out  

Part III: the artificial neuron of a machine 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the perceptron is the abstraction of the natural neuron:  
 
¶ signals from A and B enter the perceptron. These signals are represented by numerical values, mostly as floating points.  

¶ These signal numerical values from A and B are multiplied by the weighting factors wA and wB. They act like a signal 

amplification or a signal attenuation, depending on the size of the weighting value. 

In the perceptron, these numerical values are used twice: 
 
¶ In the first step, the weighted numerical values are summed up.  

¶ Sometimes a bias value is added to the signal sum; it serves as a kind of calibration of the neuron and can be varied 

freely depending on the purpose. 

¶ In the second step, this sum is further used as input of a so-called activation function. This activation function can take 

on any form; there are no limits to the imagination. To keep the calculations simple, simple functions are often used, 

such as the so-called threshold function. 

¶ The output of the threshold function is also the output of the entire neuron.  

A 

B 

 

Out  

Weight factors :  
signal values are multiplied by these 

Input signal values  
numerical values as input 

Two steps inside the perceptron :  
adding all weighted values and 

calculating the activation function  

Calibrating the perceptron sum :  
the bias value is added to the input sum 

Output value :  
the outcome of the activation function  

Biological template of the perceptron :  
from this structure the perceptron is derived 
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Lesson 2: Meet the perceptron-algorithm 
 

What students should learn  
Demystification: artificial neurons work in simple steps that are easy to replicate. This will be worked out and 

recalculated on different examples. It is a drill-and-practice lesson designed to give students a picture of how neural 

networks work. 

;­´´ MӃX ´ºÄTX«º´Ż JNº Æ º X´ 
Students can become active themselves, since perceptrons work in three easy-to-follow calculation steps: 
1. Incoming signal values are weighted by multiplying them by appropriate factors.  
2. Afterwards, everything is added up: weighted input signals and a correction factor called "bias".  
3. In the final step, a mathematically simple activation function is used to calculate whether the perceptron will 

give an output signal.  
All this is practiced by the students using simple and illustrative examples. 
 

 

Part I: The perceptron calculations follow  these steps: 

 
At the very beginning:  

Set a threshold value for the activation function (which is usually zero) 

Then repeat in a loop for making decisions: 

1. Multiply all input values with their weights 

2. Sum all the weighted values to a sum S 

3. Activate the output if the sum S  is greater than  

the threshold value 0 

For example, we set 

the weights wA = +0.8 and wB = -0.3 (which is negative!)  

In our first calculations we neglect the bias:  bias = 0 

Input 
ΧƳǳƭǘƛǇƭƛŜŘ ōȅ the 
weights wA and wB 

Χ and added   

to the sum S 
Activation, compare with 

threshold value 0 
Output  ᷿  

A = 1 1 · 0.8 = 0.8 S = 0.8 - 0.3  
= 0.5 

ὕόὸὴόὸ
πȟ ɫ πᶻz

ρȟ ɫ π
 

1  
since S = 0.5 >  0 B = 1 1 · -0.3 = -0.3 

** In simple spoken language this means: 

      If the sum is less than or equal to 0, the output is 0. 

      If the sum is greater than 0, the output is 1. 

 

In short, we can write  for the whole perceptron:  
 

  ὕόὸὴόὸ
πȟ    ὭὪ    !Ͻ×  "Ͻ× ὦὭὥίπ
ρȟ    ὭὪ    !Ͻ×  "Ͻ× ὦὭὥίπ

  

 
  

0

1

-1,5 -1 -0,5 0 0,5 1 1,5

activation 
function 

(stepfunction)
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Task 1: calculate the weighted signals, the sum and the output : 
 

Input 
ΧƳǳƭǘƛǇƭƛŜŘ ōȅ ǘƘŜ 
weightswA and wB 

Χ ŀƴŘ ŀŘŘŜŘ  

to the sum S 
Activation Output   ᷿  

A = 1 _______ · 0.8 = _______ 
S = _______ ὕόὸὴόὸ

πȟ ɫ πᶻz

ρȟ ɫ π
 _______ 

B = 0 _______ · -0.3 = _______ 

 

Input 
ΧƳǳƭǘƛǇƭƛŜŘ ōȅ ǘƘŜ 
weightswA and wB 

Χ ŀƴŘ ŀŘŘŜŘ  

to the sum S 
Activation Output  ᷿  

A = 0 _______· 0.8 = _______ 
S = _______ ὕόὸὴόὸ

πȟ ɫ πᶻz

ρȟ ɫ π
 _______ 

B = 1 _______· -0.3 = _______ 

 

Task 2: Calculate the results for bias = +0.2 
 

A ·  wA  B ·  wB  bias  Sum Output 

0  0  

0.2 

  

0  1    

1  0    

1  1    

 
 

 

 
Solution for all possible four input cases in one table: 
 

A ·  wA  B ·  wB  bias  Sum Output 

0 0 0 0 

0 

0 0 

0 0 1 -0.3 -0.3 0 

1 0.8 0 0 0.8 1 

1 0.8 1 -0.3 0.5 1 

 

Solution for bias = +0.2 
 

A ·  wA  B ·  wB  bias  Sum Output 

0 0 0 0 

0.2 

0.2 1 

0 0 1 -0.3 -0.1 0 

1 0.8 0 0 1.0 1 

1 0.8 1 -0.3 0.7 1 
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Part 2: A Perceptron making decisions 
 

Your Perceptron has to make an important decision:  

Should I go out for a pizza today? 

 

There are four criteria for making the decision: 

A) I am hungry enough  weight factor wA = +0.6 

B) It is raining ΡΣΤ    weight factor wA = -0.3 

C) I feel like having a pizza! weight factor wA = +0.4 

D) I have a desire for hamburger  weight factor wA = -0.5 

Criteria with a positive weight value like A or C have an enabling,  

thus with a negative weight value like B or D have blocking effect. 

 

Task 3:  
Calculate both tables for bias +/ - 0.1? 
 
 

Task 4:  
How would you interpret the effect of the bias value?  
 
What changes if the value is getting smaller? 

A ·  wA  B ·  wB  C ·  wC  D ·  wD  bias  Sum Out 

0  0  1  1  

+0.1 

  

1  0  1  1    

0  1  1  0    

 

 

 

A ·  wA  B ·  wB  C ·  wC  D ·  wD  bias  Sum Out 

0  0  1  1  

-0.1 

  

1  0  1  1    

0  1  1  0    

 

 

 
Solution 
A higher bias value would correspond to an active person who does not need much external influence to get excited. 

A low or even negative value would leave a person sitting in an armchair even if some activating criteria are met. 

Solution for bias = +0.1 | Out = 0, 1, 1    Solution for bias = -0.1 | Out = 0, 1, 0 

 

Photo by Vitalii Chernopyskyi on 

Unsplash 

https://unsplash.com/@v_uk_europe?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/pizza?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Lesson 3: Getting serious with logical functions  
 

What students should learn  
Boolean logic functions belong to the basic repertoire of theoretical 

computer science, they are the common thread through all its subareas. All 

other principles are based on them - from digital technology to the control 

structures of programming languages to automaton theory. Boolean 

algebra is part of ŎƻƳǇǳǘŜǊ ǎŎƛŜƴŎŜΩǎ genetic material. 

Therefore, artificial neurons are also classified in this overarching concept: Can simple neurons reproduce Boolean 

logic functions? In this context, the simple perceptron turns out to be a binary classifier, which has further, 

astonishing capabilities in addition to the binary either-or division. 

;­´´ MӃX ´ºÄTX«º´Ż JNº Æ º X´ 
The logical functions of AND-, IMPLICATION- and OR-connection are repeated. While students should be familiar 
ǿƛǘƘ ǘƘŜ .ƻƻƭŜŀƴ άǘǊǳǘƘ ǘŀōƭŜέ ǘƘŜ άǘǊǳǘƘ ŘƛŀƎǊŀƳέ ƛǎ ƛƴǘǊƻŘǳŎŜŘ ŀǎ ŀ ǎǳǇǇƭŜƳŜƴǘŀǊȅ ǘƻƻƭΦ {ǘǳŘŜƴǘǎ can calculate 
the weighting factors ŦƻǊ ǇŜǊŎŜǇǘǊƻƴΩǎ ŎƭŀǎǎƛŦȅƛƴƎ ǘǊǳǘƘ ǘŀōƭŜǎ.  
 

 

 

Part I: Revision of Boolean Logic Functions 
All 16 logic operations of a binary operator cannot be repeated here. We restrict ourselves to a selection of the 

relevant and important representatives, the logical: 

OR  AND IMPLICATION XOR  NOT 

 

A good overview can be found here: 
https://en.wikipedia.org/wiki/Truth_table 

 

Task 5: A short practice:  
https://www.computerscience.gcse.guru/quiz/logic-gate-truth-tables 

 

  

https://en.wikipedia.org/wiki/Truth_table
https://www.computerscience.gcse.guru/quiz/logic-gate-truth-tables
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Part II: Mnemonics for logical functions and truth tables 

 
Mnemonic for OR  
After lunch, you eat dessert: chocolate or ice cream.   

Of course, you can have both! 

 

A stands for Chocolate, B for ice cream, nƻ ŎƘƻŎƻƭŀǘŜ ƳŜŀƴǎ άлέΣ ƴƻ ƛŎŜ ŎǊŜŀƳ the same.  

¢ƘŜ ƻƴƭȅ ŎƻƳōƛƴŀǘƛƻƴ ƻŦ ōƻǘƘ ǿƘƛŎƘ ƛǎ ΨƛƳǇƻǎǎƛōƭŜΩ ƛǎ ς of course ς none of both εζηθ  

 

Mnemonic for AND  
To drive a car, you must be at least 18 years old and have a driver's license.  

Both conditions must be met! This is the only combination that is allowed. 

(even in those three countries like Egypt, Honduras and India) εζηθ  

 

Mnemonic for IMPLICATION  
When it rains, the road is wet. 

Lǘ ƛǎ ŀ ΨƛŦ Χ ǘƘŜƴΨ ƭƛƴƪΦ !ƴŘ ƛǘ ƛǎ ǎƻƳŜǿƘŀǘ non-intuitiveΣ ǘƘŀǘΩǎ ǿƘȅ we explain it in detail: 

¶ LŦ ƛǘ ŘƻŜǎƴΩǘ Ǌŀƛƴ ό!Ґлύ  the road is not wet  (B=0).  This can be true. 

¶ LŦ ƛǘ ŘƻŜǎƴΩǘ Ǌŀƛƴ ό!Ґлύ  the road is wet   (B=1).  This can also be true. 

¶ If it is raining       (A=1)  the road is not wet  (B=0).  This is obviously false. 

¶ If it is raining       (A=1)  the road is wet   (B=1).  This is true. 

 

Mnemonic for XOR  
Either you go by train, or you fly by plane.  

You can't do both together at the same time. 

 

 

 

Task: answer the following questions concerning logical functions:  
 

- Do you find some other mnemonics for these logical functions?  

 

- If yes: Can you explain them? 

 

- Which logical function is this: άLŦ fire breaks out, there must be oxygen.έ  

 

 

 
  

A B Out 

0 0 0 

0 1 1 

1 0 1 

1 1 1 

A B Out 

0 0 0 

0 1 0 

1 0 0 

1 1 1 

A B Out 

0 0 1 

0 1 1 

1 0 0 

1 1 1 

A B Out 

0 0 0 

0 1 1 

1 0 1 

1 1 0 
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Part III: F|Jº  ´ J żA³Äº| T Jz³JªŽų 
 

A short explanation for the frequently used Truth diagram, which is a supplement for the truth table: 

Given this truth table: 
 
 

A B Out 

0 0 1 

0 1 0 

 
 

Χ which can also be visualized as a diagram, with A as x-axis and B as y-axis. 
 
 

 
 

 

To display simple truth tables, you don't need a graph representation because the intermediate regions between the 

discrete values remain unused. However, the representation becomes meaningful in the later chapters if the value 

range is extended. Therefore, this representation is already introduced at this point. 

 

 

Logical OR 
 

Truth table 
 

Truth diagram 
 

Weights 
 

Perceptron 
 

 

A B Out 

0 0 0 

0 1 1 

1 0 1 

1 1 1 
 

 

 

wA 

0,50 
 

wB 

0,50 
 

bias 

0,0 
 

 

 

A ·  wA  B ·  wB  bias  Sum Output 

0 0 0 0 

0.0 

0 0 

0 0 1 0.5 0.5 1 

1 0.5 0 0 0.5 1 

1 0.5 1 0.5 1.0 1 

 

 

 

 

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

0,50 

0,50 

0,0 

Green diamond means 1ŵ żA³ÄXŽ:  

At the coordinate A = 0 and B = 0 read from the 

table output value 1. This value is displayed with 

green color and a diamond symbol. 

 

>XT T­º ªXJ«´ Ǎŵ ż*JӃ´XŽ:  

At the coordinate A = 0 and B = 1 read from the 

table output value 0. This value is displayed with 

red color and a dot symbol. 
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Logical AND 
 

Truth table 
 

Truth diagram 
 

Weights 
 

Perceptron 
 

A B Out 

0 0 0 

0 1 0 

1 0 0 

1 1 1 
 

 

wA 

0,50 

 

wB 

0,50 

 
bias 

-0,50 
 

 

 

A ·  wA  B ·  wB  bias  Sum Output 

0 0 0 0 

-0.50 

-0.50 0 

0 0 1 0.5 0 0 

1 0.5 0 0 0 0 

1 0.5 1 0.5 +0.50 1 

 

 

Logical IMPLICATION 
 

Truth table 
 

Truth-diagram 
 

Weights 
 

Perceptron 
 

A B Out 

0 0 1 

0 1 1 

1 0 0 

1 1 1 
 

 

wA 

-0,50 

 

wB 

0,50 

 
bias 

0,50 
 

 

 

A ·  wA  B ·  wB  bias  Sum Output 

0 0 0 0 

0.50 

0.5 1 

0 0 1 0.5 1.0 1 

1 -0.5 0 0 0 0 

1 -0.5 1 0.5 0.5 1 

 

The logical implication table can be used for classroom tests. It is not very important but can be utilized to test 

students understanding for the concepts.  

  

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

0,50 

0,50 

-0,50 

-0,50 

0,50 

0,50 
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Worksheet : logic functions 
 

Task 6: Logical NOT 
Imagine a neuron that inverts the value of an input: It turns an input-1 into an output-0 and vice versa. How should 

the weighting factor and bias be set for this to work? 

 

 

  

 

 

A ·  wA  bias  Sum Output 

0 0 
0,5 

0,5 1 

1 -1 -0,5 0 

 
 

 

 

 Task 7: Logical Inhibition  
 

Truth table 
 

Truth-diagram 
 

Weights 
 

Perceptron 
 

A B Out 

0 0 0 

0 1 1 

1 0 0 

1 1 0 
 

 

wA 

 

 

wB 

 

 
bias 

 
 

 

 

A ·  wA  B ·  wB  bias  Sum Output 

0  0  

 

 0 

0  1   1 

1  0   0 

1  1   0 

 

 
 
  

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A
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Task 8: Logical NAND, inverting the AND-function  
 

Truth table 
 

Truth diagram 
 

Weights 
 

Perceptron 
 

A B Out 

0 0 1 

0 1 1 

1 0 1 

1 1 0 
 

 

wA 

 

 

wB 

 

 
bias 

 
 

 

 

A ·  wA  B ·  wB  bias  Sum Output 

0  0  

 

 1 

0  1   1 

1  0   1 

1  1   0 

 

 

 

 

Solution for NOT: 
wA = -0.5 

bias = 0.5 

Solution for Inhibition:  
wA = -0.5 

wB = 0.5 

bias = 0 

Solution for NAND:  
wA = -0.5 

wB = -0.5 

bias = 1 

  

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

 

 

 

0,0

1,0

0,0 1,0

B

A

0,0

1,0

0,0 1,0

B

A
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Lesson 4: Perceptron as binary classifier 
 

In the last chapter it was taught that a perceptron can map 

different logical operations by adjusting the weights. But the 

perceptron can calculate more than binary divisions, it is much 

more powerful. 

 

 

 

Part I: 2­z NJӃ  6& ³XÆ ´ ºXTŸ F|JºŻ´  « º|X J³XJ MXºÇXX« º|X Z­Ä³ °­ «º´ų 
 

 

 

 

If we look at the Perceptron equation, nothing is said about the accepted values for A and B: 

ὕόὸὴόὸ
πȟ    ὭὪ    !Ͻ×  "Ͻ× ὦὭὥίπ
ρȟ    ὭὪ    !Ͻ×  "Ͻ× ὦὭὥίπ

 

What if we put different values in our equation? For example: 

Task 9: żLOGICAL ANDŽ-Perceptron 
Calculate the missing values and draw the truth diagram: 

A ·  0.5  B ·  0.5  bias  Sum Output 

0.5  0.5  

-0.5 

  

0.8  0.6    

0.2  0.6    

1  0.1    

 

 

 

 

 

 

can you imagine how the border line might run? 
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Solution for Task 9: 
 

A ·  0.5  B ·  0.5  bias  Sum Output 

0.5 0.25 0.5 0.25 

-0.5 

0 0 

0.8 0.4 0.6 0.3 0.2 1 

0.2 0.1 0.6 0.3 -0.1 0 

1 0.5 0.1 0.05 0.05 1 

 

 

 

 

 

 

 

 

 

Part II: A systematical approach with lots of calculations 
 

If we calculate a cloud of values for the AND-Perceptron we get this diagram 

where the border line is easy to see: 

 

 

 

 

 

 

 

 

If we calculate those many values for the OR-Perceptron we get this diagram 

where the border line also seems to be obvious 
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Task 10: a different linear equation  
 

Can you estimate (not calculate) how the weight values of the Perceptron have 

to be adapted to get this diagram? 

 

 

 

 

 

 

 

Solution:  
Weight values are wA = 0.3, wB = 0.7, bias = -0.5 

 

 

 

Task 11: an optimum linear equation for NAND  
 

Can you calculate how the weight values of the Perceptron have to be adapted 

to get this diagram? 

 

 

 

 

 

 

 

Solution:  
Weight values are wA = -0.5, wB = -0.5, bias = +0.75 

 

   

? 

? 
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Part III: Playing around with a perceptron simulation 
To develop a feeling for the way a perceptron works, it is a good idea to use a simulation as a support. In the 

following simulation, the students can solve some tasks by playing around and experimenting. 

https://iludis.de/PerceptronArea/index.html 

 

 

Task 12: 
a) Set the calculation mode to "Slider". This way you can adjust the perceptron yourself using the three sliders. 

Change the sliders so that the error is zero. What changes in wA, in wB and in the bias? 

 

b) Switch the activation function to ReLU and later to Sigmoid. Why does the plot change? 

Below you can see the three different activation functions. How do they behave? 

   
 

 

c) Now put the perceptron into learning mode using backpropagation. Does the perceptron always achieve 

learning success? How can you influence it? 

  

0

0,25

0,5

0,75

1

1,25

-1,25 -1 -0,75-0,5-0,25 0 0,25 0,5 0,75 1 1,25

Step 
activation 
function

0

0,25

0,5

0,75

1

1,25

-1,25 -1 -0,75-0,5-0,25 0 0,25 0,5 0,75 1 1,25

ReLU 
activation 
function

0

0,25

0,5

0,75

1

1,25

-1,25 -1 -0,75-0,5-0,25 0 0,25 0,5 0,75 1 1,25

Sigmoid
activation
function

https://iludis.de/PerceptronArea/index.html
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Part IV: Mathematical view of perceptron classification  or: there must be an easier way! 
In an intermediate math course at school every student knows the linear equation formula,  

with m as the value for the slope and b as the constant for the intercept: 

ώ άϽὼ ὦ 

Linear equations 
https://phet.colorado.edu/sims/html/graphing-lines/latest/graphing-

lines_en.html 

If it seems necessary to repeat or deepen the basics of linear equations, you 

can start with this simulation. The basics of Y-axis intercept and slope are 

thereby interactively worked out and practiced. An interesting puzzle ("Line 

Game") rounds off the simulation. 

 

Can both equations Ɖ the linear equation and the Perceptron equation - be converted into each other? 
The two areas where the different values for the output apply must have a boundary line somewhere. It must be 

possible to describe this boundary line with a linear equation - and the information for this is contained in the 

perceptron equation. 

 

 

 

 

 

 

 

 

Our initial equation for the boundary line: !Ͻ×  "Ͻ× ὦὭὥίπ 

To make it easier to understand, we rename both axis:  The input variable A becomes the variable x by renaming.  

In the same way, the input variable B becomes the variable y by renaming. 

ØϽ×  ÙϽ× ὦὭὥίπ 

Rearranging the equation gives:   ÙϽ× ØϽ× ὦὭὥί 

ώ
ύ

ύ
Ͻὼ    

ὦὭὥί

ύ
 

This equation can be interpreted: 

Slope: 
ύ

ύ
  Intercept: 

ὦὭὥί

ύ
 

 

If wA and wB have the same signs, slope is negative. 
If wA and wB have opposite signs, slope is positive. 

If bias and wB have the same signs, intercept is negative. 
If bias and wB have opposite signs, intercept is positive. 
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A

Area with output -value 0:  

!Ͻ×  "Ͻ× ὦὭὥίπ 

 

Area with output -value 1:  

!Ͻ×  "Ͻ× ὦὭὥίπ 

 

Line where output -value changes:  

ἋϽἿ═  ἌϽἿ║ ╫░╪▼ 

 

https://phet.colorado.edu/sims/html/graphing-lines/latest/graphing-lines_en.html
https://phet.colorado.edu/sims/html/graphing-lines/latest/graphing-lines_en.html
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Task 13: Calculate the linear equations for the logical Functions and draw its line into the diagram : 

 
Logical OR Perceptron Equation: 

 

 

Start: 
πȟυπϽὃ  πȟυπϽ" π π 

 

 

Logical AND Perceptron Equation: 

 

 

Start: 
πȟυπϽὃ  πȟυπϽ" πȢυπ π 

 

 

 

BETTER logical OR Perceptron Equation: 

 

 

 

 

a) Try to translate the drawn line into a linear equation. The intersection of the straight line with the y-axis is at 0.5. 

b) Why is the straight line better?  

c) Then try to convert the linear equation into the perceptron equation. 

 

Solution: 
Logical And: y = -x  logical OR: y = -x + 1 better logical OR:     y = -x + 0.5,   ὃϽπȢυ  "ϽπȢυ πȟςυ π 
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Lesson 5: Introduction to neural networks, XOR-Function 

What students should learn  
The input problem of the non-linearly separable XOR function leads to the 

combination of neurons into a new entity: the multilayer neural network, and thus 

ultimately to the deep neural network. At this point, the teacher should proceed 

cautiously so that each step can be carefully traced. r. 

 

 

 

 

 

 

 

 

 

Task 14: Draw the Truth diagram and try to find the weights for the perceptron  
 

Truth table 
 

Truth-diagram 
 

Perceptron 
 

A B Out 

0 0 0 

0 1 1 

1 0 1 

1 1 0 
 

 

 

 

Solution 

It is the logical XOR-function, and  

the truth diagram looks like this: 

It is futile to search for the weights for the  

perceptron because the weights of all yet  

known logical functions map to a  

single linear equation (AND, OR, NAND, IMP).  

But for the separation of the XOR elements  

one needs two straight lines; with one straight  

line it cannot be separated. 

0,0
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0,8

1,0

0,0 0,2 0,4 0,6 0,8 1,0

B

A

;­´´ MӃX ´ºÄTX«º´Ż JNº Æ º X´ 
Students should first try to use the truth diagram to figure out a perceptron 
weighting those maps to the XOR link. They will notice that this cannot work: You 
need two discriminator lines to fully describe this logic. 
 
Guided by a graphical elaboration of the XOR-connection, the students work out 
that the solution is obtained by means of a superposition of AND- and OR-
perceptrons. A third perceptron is needed to combine the outputs of both 
perceptrons.  
 
At this point, the students work out the operating principle of the multilayer 
neural network: Individual neurons take over partial areas of an overall task, 
downstream neurons unite the individual partial areas to form a whole. 
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