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Artificial Intelligence and Machine Learning to foster 21st century skills in secondary education

Introduction and overview of artificial neural nets

By Thomas Jorg,thomas@iludis.de
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In thispictureyou seeon the left side two possible perceptrapets which are able to process the X@Bblem In the middleg/ousee a simple
representation of a CNNetwork structurefor classifying an MNISJataset drawnin AlexNetstyle.On the ridnt sidea truth diagram is shown
which is used by a perceptron algorithm for classification.

A collection of lessons for introducing the basic concepts of
artificial intelligence / neural netsin school classes.

Target audience: between 14 and 18years.
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Thank you!

to plan and create this lesson, inspiration from many different authors was necessary. Each of these authors has
developed their own ideas to make this complex and fascinating field a bit umalerstandable. Therefore, their
work should be acknowledged here:

Youtube-Channels

Author Title / Channel Link

Josh Starmer Statquest https://www.youtube.com/c/joshstarmer

Luis Serrano LuisSerrano Academy https://www.youtube.com/c/LuisSerrano

Brandon Rohrer Brandon Rohrer https://www.youtube.com/c/BrandonRohrer

Grant Sanderson 3Bluelbrown https://www.youtube.com/c/3bluelbrown

Patrick Loeber Python Engineer https://www.youtube.com/c/PythonEngineer
Books

Author Title Publisher

Andrew W. Trask2019) Grokking Deep Learning Manning Publications

Luis Serrano (2021) Grokking Machine Learning Manning Publications

Michael Taylor 2017) The Math of NeuraNetworks Blue Windmill Media

Michael Taylor(2017) Deep Learning: A visual introduction for beginners Blue Windmill Media

Simulations
Visualisations, Demonstrations, Simulations
https://www.cs.ryerson.ca/~aharley/vis/conv/flat.html CNNDemo
https://poloclub.github.io/cnn -explainer/ CNNEXxplainer
https://lecture -demo.ira.uka.de/convolutiordemo/ Convolution Demo
https://playgr ound.tensorflow.org/ FAMOUS NeuralNetwork Demo
https://lecture -demo.ira.uka.de/neurainetwork-demo/ Perceptron Demo
https://www.mladdict.com/neural -network-simulator NeuralNet Simulator
https://cs.stanford.edu/people/karpathy/convnetjs/demo/classify2d.html CNNDemo
https://anhcoil23.github.io/neural-network-demo/ NeuralNet Simulator
http://alexlenail. me/NN -SVG/LeNet.html DrawingNNets in differentstyles
https://editor.aifiddle.io/ Build NN interactively in Browser
https://iludis.de/XOR_Perceptron/index.html NN-Simulator for XOR
https://iludis.de/XOR Perceptron2/index.html NN-Simulator for XOR, Variant 2
https://iludis.de/PerceptronAreal/index.html Simple Perceptron Simulator
https://iludis.de/Perceptron/index.html Perceptron with Gradient decent
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Lesson 1: Introduction to neural networks: Neuron and Rosenblatt perceptron

Signaling in NeurorSignals called neuregulin (red) and ErbB4 ~ The scattering of astrocytes by Kevin Richetin, University of Lause
(green) are captured in neurorik. Ahmed, A. Buonanno https://www.flickr.com/photos/snsf_image_competition/396959439

https://www.flickr.com/photos/nichd/29642147526/in/gallery lin/gallery-152683660@N072157671174356087/
152683660@N0-72157671174356087/

What students should learn
In 1958, the psychologist Frank Rosenblatt, who was also a computer scientist, had a brilliant idea: could we copy t
principle of learning from biology and reproduce it in machine form? The principle of the artificial neuron was born.

Students learn the structure of natural neurons and their connections by means of an insight into biology. Learning
takes place by addjng the neuroAneuron connections. By interconnectimgnyneurons, emergent behavior
developsIn interaction, the whole becomes more than the sum of all parts. Artificial neurons are derived from their
natural templates.

In the process, perceptoassimple binary classifiers are created. By connecting many neurons (multilayer
perceptons), increasingly complex patterns can be learned and recognized. Learning takes place on the basis of
adjustments of the weighting factors.

Possible” © A T Xetiditie &

Students hear the principle of the biological neuron in a short lecture from the teacher. The emphasis is on
principle,how the neuron is working andless on the technical terminology. iSlworkingprinciple is abstracted
to introduce the percepin in a questioningdeveloping section of the lesst@acher and students

The teacher works out the perceptron principle with the students as an abstraction of the natural neuron. E
functional unit from biology is reflected in the model: signal reauggdsignal processing and theuronsdecision
whetherit fires or not.



Part I: The biological neuron in living beings
The brain the organ with which we thinkis made up of many 'thinking cells' called neurons.
These neurons have a typicabmmonstructure:

a)

b)

In an anterior parof the neuron cell (the cell body wittucleus andlendrites) signaldrom other neurons
are recorded and added up.

If thesesummarizedsignals from other nerve cells are strong enough, i.e., if a certain threshold value of
excitation is exceeded, the neuron firéssingle neuron already makes a decision: If signals arrive, the
neuron fires or not (possibly with different intensity). These are the reaction possibilities that a neuron has.
When this is the case, a signal is conducted via a signal line (the axon),

which isthen via the Axon terminals (called Synapsem)smitted to furthe neurons.

In this way, a signal hascartaindirection:
from the input, it is forwarded under the threshold condition to further, downstream neuron levels.

Cell body with nucleus:
neuron signal acquisition and processing

Axon terminal (synapse).
Forwarding the signal of neuron

@

Dendrites: Axon:
Input interface of the neuron Output signal of neuron

Signal Direction

©



Part Il: Connecting biological neurons to neural nets

The decision-making freedom of a single neuron becomes part of a whole network of decisions:
1 Many neurons are interconnected in such a way that the output of one neuron becomes the input of the next neuron.

1 And it goes even further: many upstreamunens can form the inputs of a downstream neuron.
1 Thus, a downstream neuron collects the decisions of many predecessors, weights them, and forms its own decision

from them.

This is called emergent behavior: A network of connected neurons is thus suddgalyle of intelligent behavior.

Upstream neurons:
builds signal and forwards it to further neurons

|

downstream neurons:
collect signals from other neurons and add them

The real power of decisions lies in the connections between neurons:
the synaptic connection between axon ends of the predecessor and dendrites of the successor can be varied:

1 Neuronneuron connections can be more or less permeable. One speaks of diffee@itts of the connections.
1 Learning thereby arises in the adjustment of the weights of the connections

1 A neural network can be trained in this way by
adjusting the weights until the network is able to perform the given task.



Part Ill; the artificial neuron of a machine

Calibrating the perceptron sum:
the bias value is added to the input sum

Two steps inside the perceptron :
adding all weighted values and
W calculating the activation function

Input signal values
numerical values as input >

Output value :
B w the outcome of the activation function

Weight factors :
signal values are multiplied by these

Biological template of the perceptron :
from this structure the perceptron is derived

the perceptron is the abstraction of the natural neuron:

1 signals from A and B enter the perceptron. These signals are represented by numerical valuesasfioatlyg poins.
1 These signal numerical values from A and B ardipfied by the weighting factors wA and wBhey act like a signal
amplification or a signal attenuation, depending on the size of the weighting value.

In the perceptron, these numerical values are used twice:

1 Inthe first step, the weighted numerical vals are summed up.
1 Sometimes a bias value is added to the signal sum; it serves as a kind of calibration of the neuron and can be varied

freely depending on the purpose.

1 Inthe second step, this sum is further used as input of-eafledactivation function. This activation function can take
on any form; there are no limits to the imagination. To keep the calculations simple, simple functions are often used,
such as the sealled threshold function.

1 The output of the threshold function &so the output of the entire neuron.

7



Lesson 2:Meet the perceptron-algorithm

What students should learn
Demystification: artificial neurons work in simple steps that are easy to replicate. This will be worked out and

recalculated on differergxamples. It is a drAfind-practice lesson designed to give students a picture of how neural
networks work.

;-7 7 MBX TO9OATX«° Z JN° £ ° X’

Sudents can become active themselyaice perceptrons work in three eamyfollow calculation steps:

1. Incoming synal values are weighted by multiplying them by appropriate factors.

2. Afterwards, everything is added up: weighted input signals and a correction factor called "bias".

3. In the final step, a mathematically simple activation function is used to calountzther the perceptron will
give an output signal.

All this is practiced by the students using simple and illustrative examples.

Part I: The perceptron calculations follow these steps.

At the very beginning:

Set a threshold value for thectivation functionyhich is usually zeyo

Then repeat in a loop for making decisions:

1. Multiply all input values with their weights A W

2. Sum all thaveighted values to a su®

3. Activate the output if the sun® is greater than Z _pout
the threshold valu® /

Forexample, we set B~ W

the weightswa = +0.8andwg =-0.3 (which is negative!)

In our first calculatioawe neglect the biasbias = 0

Inout XYdzt (A LbfeAr S X andadded Activation, compare with Outout
P weightswa and ws to the sumS threshold value 0 Put..
A=1 1-08=0.8 - - Y » &
S_0.80.3 uoor]o%E t _ E
B=1 1--03=-03 =05 o] t 1 sinceS=05>0

** |In simple spoken language this means:
If the sum is less thaor equal to0, the output is 0.
If the sum is greater tha#, the output is 1.

In short, we can write for the whole perceptron:

activation
. . . ., Th T X "X QQOI function
VOONOMh oa o "X QO (stepfunction)

—_—
15 -1 05 0 05 1 15



Task 1: calculate the weighted signals, the sum and the output :

XYdzZt GALX AS X FyR I F L
WSS weightswa and ws to the sumS Activation Output .
A=1 -08= PR - AN T« &
S= DOOTMNO O
B=0 .-0.3= 8h 1 Tt
XYdzZ GALX AS X YR IF L
Input weightswa and ws to the sumS Activation Output,
A=0 -0.8 = P - D T |
S= DOOTMNO O
B=1 .-0.3= o8+ m
Task 2: Calculate the results for bias = +0.2
A N B - Ws bias Sum Output
0 0
0 1
1 0 0.2
1 1
Solution for all possible four input cases in one table:
A - WA B - WB bias Sum Output
0 0 0 0 0 0
0 0 1 -0.3 0 -0.3 0
1 0.8 0 0 0.8 1
1 0.8 1 -0.3 0.5 1
Solution for bias = +0.2
A © WA B - Ws bias Sum Output
0 0 0 0 0.2 1
0 0 1 -0.3 0.2 -0.1 0
1 0.8 0 0 ' 1.0 1
1 0.8 1 -0.3 0.7 1




Part 2: A Perceptron making decisions

Your Perceptron has to make an important decision:
Should | go out foa pizza todg?

There are four criteria for making the decision:

/)

A) I'am hungryenough weight factor w=+0.6 Photo byVitali Che}?{ogyn
B) Itis rainingP weight factor ws =-0.3 Unsplash
C) I feel like having pizzd weight factor w=+0.4

D) | have a desire for hamburgemveight factor w=-0.5

Criteria with a positive weight value like A or C have an enabling,
thus with a negative weight value like B or D have blagkffect.

A Task 3:
N bias Calculate both tables for bias +/- 0.1?
", |
A
B .\"W \‘
'B\; Task 4:
E . OUt How would you interpret the effect of the bias value?
W
C— ¢ / What changes if the value is getting smaller?
D
A - Wa B - Ws C - Wc D - WD bias Sum | Out
0 0 1 1
1 0 1 1 +H.1
0 1 1 0
A - Wa B - Ws C - Wc D - WD bias Sum | Out
0 0 1 1
1 0 1 1 -0.1
0 1 1 0
Solution

A higher bias value would correspond to an active person who does not need much external influence to get excite
A low or even negative value would leave a person sitting in an armchair even if some activating criteria are met.

Solution for bias = +0.1 | Out0s1, 1 Solution for bias =0.1 | Out =0, 1, 0

10


https://unsplash.com/@v_uk_europe?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/pizza?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

THI'NI( TSN [#Y Lesson 3:Getting serious with logical functions

What students should learn
Boolean logic functions belong to the basic repertoire of theoretical

computer science, they are the common thread through all its subareas. All
other principles are based on therfrom digital technology to the control
structures of programming languagés automaton theory. Boolean

algebra is part 00 2 Y LJdzii S NyeaetcintgralS Q a

Therefore, artificial neurons are also classified in this overarching concept: Can simple neurons reproduce Boolean
logic functions? In this context, the simple perceptitons out to be a binary classifier, which has further,
astonishing capabilities in addition to the binary eitloerdivision

;-7 7 MBX T°ATX«°"Z JN° &£ ° X

The logical functions of ANDMPLICATIONNd ORconnectionare repeated. While students shalube familiar
gAOGK GKS . 22tSlIy GidNMziK GlofSé GKS & d NHzi KanBakculafeN.
the weighting factorsF 2 NJ LISNOS LI NRyYy Qa. Of F aaAFTeéAy3d O(NHMziK G of

Part |: Revision of Boolean Logic Functions
All 16logic operations of a binary operator cannot be repeated here. We restrict ourselves to a selection of the
relevant and important representativethe logical:

OR AND IMPLICATIONXOR NOT

A good overview can be found here:
https://en.wikipedia.org/wiki/Truth_table

Task 5: A short practice:
https://www.computerscience.gcse.guru/quiz/logoate-truth-tables

Topics / Boolean Logic / Logic Gate Truth Tables 1. Question

Quiz: Logic Gate Truth Tables ™4 "8 oupuz
0 0 1

523455 0 1

m Answered = Review 1 0 1

1 1 0

Review question

Question 1of 6 Name the gate.

11


https://en.wikipedia.org/wiki/Truth_table
https://www.computerscience.gcse.guru/quiz/logic-gate-truth-tables

Part Il: Mnemonics for logical functions and truth tables

Mnemonic for OR

After lunch,youeat dessert: chocolate or ice cream.

Of course, you can have both!

A stands for Chocolate, B forice crea®@ OK2 O2ft I 41 S Y S| jhésamer ¢ ]

CKS 2yte O2YoAyl A2y 2chfcoutsé; KonasoKbotBaK A &

Mnemonic for AND

To drive a car, you must be at least 18 years old and have a driver's license.

Both conditions must be meThis is the only combination that is allowed

(even in those three countries like Egypt, Honduras and Ig§dia)

Mnemonic for IMPLICATION
When it rains, the road is wet.

Li A& F WAT X (K Sghtulivey | pK 1 ieRaplaid Kiddataila 2

9 LT AG R2S3ay @héroadiskhofweb ! (B¥Oh Thiscanbetrue.

LT Al R2S&ay héroadliisivet o ! B7l) Thiscanalsobe true

1
1 Ifitisraining (A=1) the road is not wet  (B=0). This isobviously false
1 Ifitisraining (A=1) the road is wet (B=1). This idrue.

Mnemonic for XOR

Bther you go bytrain, or you fly by plane.

You can't do both togetheat the same time

A B Out
0 0 0
0 1 1
> V74 0 1
YAYLIZ1a§d 1
A B Out
0 0 0
0 1 0
1 0 0
1 1 1
A B Out
0 0 1
0 1 1
1 0 0
1 1 1
A B Out
0 0 0
0 1 1
1 0 1
1 1 0

Task: answer the following questions concerning logical functions:

- Do you find some other mnemonics for these logical functions?
- If yes: Can you explain thém

- Which logical function is thist [firé breaks out, there must lmxygené

12
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Partllil:F | J °
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J

z A3 Ao |

T Jz3Jazy

A short explanation for the frequently usdduth diagram, which is a supplement for the truth table:

Given this truth table:

X which can also be visualized as a diagram, with A asxis and B as-gxis.

A Out
0 1
0 0

To display simple truth tables, you don't need a graph representation because the intermesgjates between the
discrete values remain unused. However, the representation becomes meaningful in the later chapters if the value

0,8
0,6
m

0,4

0,2

1.0@

oy

00 02 04 AO6 08 1,o|

>XT T-° 2aXJx” AW z2*JK~
At the coordinate A =0 and B =1 read from the

table output value 0. This value is displayed with
red color and a dot symbol.

Green diamond means Wz A3 AXZ

At the coordinate A = 0 and B = 0 read from the
table output value 1. This value is displayed with
green color and a diamond symbol

range is extended. Therefore, this representation is already introduced at this point.

Logical OR
Truth table Truth diagram Weights Perceptron
10 5
Wa
0,8
0.50 | 00 |
A B | Out 06
' A
0 0 0 m 0,50
O 1 1 0,4 Wg
0,50 Z
1 0 1 0,2 0,50
1 1 1 B
0.0@ bias
0,0 0,2 04 A0.6 0,8 1,0
0,0
A - Wa B - Wa bias Sum Output
0 0 0 0 0 0
0 0 1 0.5 0.5 1
1 0.5 0 0 0.0 0.5 1
1 0.5 1 0.5 1.0 1

13



Logical AND

Truth table Truth diagram Weights Perceptron
® M
0,8 0,50
A B Out A
o Lo Lo P
o | 1 [ o | | We 2§ ——out
1 [ o] o 0s0]
1 1 1 o :
00@ bias
00 02 04 AO6 08 10 -0,50
A - WA B - WB bias Sum Output
0 0 0 0 -0.50 0
0 0 1 0.5 0 0
1 0.5 0 0 050 0 0
1 0.5 1 0.5 +0.50 1
Logical IMPLICATION
Truth table Truth-diagram Weights Perceptron
1o *
A B | Out ’ — A
0 0 1 06 -O 50
o | 1 | 1 - We -\,
T T o 1 o o 0,50 2 ——out
02
1 1 1 ' B
. bias
00 02 04 A0S 08 10 0,50
A - WA B - WB bias Sum Output
0 0 0 0 0.5 1
0 0 1 0.5 1.0 1
1 -0.5 0 0 0.0 0 0
1 -0.5 1 0.5 0.5 1

The logical implication table can be used for classroom tests. It is not very important but can be utilized to test

students understanding for the concepts.

14




Worksheet: logic functions

Task 6: Logical NOT
Imagine a neuron that inverts the value ofiaput: It turns an inputl into an outputO and vice versa. How should

the weighting factor and bias be set for this to work?

bias
it
A—W D FOut

A RN bias Sum Output
0 0 0,5 1
1 -1 0.5 -0,5 0
Task 7: Logical Inhibition
Truth table Truth-diagram Weights Perceptron
1,0
Wa
0,8
A B
R A,
@ w
0 1 - 0.4 ¢ E'—r Out
. T
1 1 02 : B
bias
0,0
0,0 0,2 04 A06 0,8 1,0
A © WA B - WB bias Sum Output
0 0 0
0 1 1
1 0 0
1 1 0

15



Task 8: Logical NAND, inverting the AND -function

Truth table Truth diagram Weights Perceptron
1,0
Wa
0,8
A B Out A
w —
0 1 1 0 B Z Out
1 0 1 J
1 1 0 0 B
bias
0,0
00 02 04 AO6 08 1,0

A - WA B - WB bias Sum Output
0 0 1
0 1 1
1 0 1
1 1 0
Solution for NOT:
WA=-0.5
bias = 0.5
Solution for Inhibition:
WA=-O.5 1,0‘ ‘
we=0.5 @
bias =0 0.0@ ]
0,0 A 10
Solution for NAND:
1,
wa=-0.5 O‘ .
ws=-0.5 -
bias = 1 oolp—
0,0 1,0

16



'|'|-|[Y WAN'[ED\]'@[:[ASS|FY___ Lesson4: Perceptron as binary classifier

In the last chapter it was taught that a perceptron can map
differentlogical operations by adjusting the weights. But the
perceptron can calculate more than binary divisions, it is much
more powerful.

- :,{\ \ ¢
= | GMIE TIIEM A SIHGIE I’EIII:EI’TIIIIN'

Partl:2-z NJBK 6& 3 XA =~ °XTY F|J°Z’ « O] X Js

1,0. ‘

0,8

A
oﬁ Z Out
.

0,2

0.0@
00

02 04 AO6 08 10

If welook at the Perceptron equatiomothing is said about the accepted values for A and B:

66one QA O ® QG i
n Bh Y X "X QG
What if we put different values in our equation? For example:

Task 9: ZLOGICAL ANDZPerceptron
Calculate the missing values and draw the truth diagram:

A - 0.5 B - 0.5 bias Sum Output
0.5 0.5
0.8 0.6
-0.5

0.2 0.6
1 0.1

1,0

0,8

0,6

i)

0,4
0,2

. - - - O’O
can you imagine how the border line might run? 00 02 04 AO6 08 10

17



Solution for Task 9:

A - 0.5 B - 0.5 bias Sum Output
0.5 0.25 0.5 0.25 0 0
0.8 0.4 0.6 0.3 05 0.2 1
0.2 0.1 0.6 0.3 ' -0.1 0
1 0.5 0.1 0.05 0.05 1
1,0
0,8
06 -+ ¢

0,4
0,2

0,0
00 02 04 AO6 08 10

Part Il: A systematical approach with lots of calculations

10NG & 69060666

L AN AR R R R R X X 4
NS 6006060690
L Al

o

5

@
00000000
0060000

1009960600666
OO0 O0O0O000
0846666666660
OO0 O0O0O000
0646666666660
L S 2 2 R AR X X R E 2
0440666666666
OO0 O0O0O000
0246666666660
K:QQQQQQOOO

0.0V 666606666
00 02 04 A06 08 10

If we calculatea cloud ofvalues for the ANBPerceptron we get this diagram
where the border lings easy to see:

Aoz
Z Out
 [050

If we calculatehosemany values for the ORerceptron we get this diagram
where the border linealsoseems to be obvious

> Out

18



Task 10: a different linear equation

066666666 e6 e | Canyowstimate(not calculatehow the weight values of the Perceptron have

COOGO000 0606 | tobeadaptedto getthis diagram?
IR S S S S R 8 2 2 2 2

060 @ b a2 o 4 2

nmeeee R4

040 © @ 0 o A 4 A

eoeo0o0o0 ®

020 00000600000 Z Out
00000000 O0CO0

00 02 04 A06 08 10 B

Solution:
Weight values are w= 0.3, w= 0.7, bias 0.5

Task 11: an optimum linear equation for NAND

1006660000000 .
000606000000 Can you calculate how the weight values of the Perceptron have to be adapted

oo ee000e0 | 1O get thisdiagram?
00006000000
0600666660600
a0 A% 3R A% R A% R X X ] .
0400606660660

0600606000000 A
0206660606606 060

0600606000000
0006666666660 B

00 02 04 A06 08 10

Z Out

Solution:
Weight values are w=-0.5, wg =-0.5, bias =+0.75

19



Part Ill: Playing around with a perceptron simulation
Todevelop a feeling for the way a perceptron works, it is a good idea to use a simulation as a support. In the

following simulation, the students can solve some tasks by playing around and experimenting.

https://iludis.de/PerceptronArea/index.html

P PY Perceptron-Classifier | V1.0

Simple Perceptron Demonstration with Perceptron Backpropagation
23th of April 2022, by Thomas Joerg, thomas.joerg@jkgweil.de

Neuron Weights:

Weight for Node A (wA): 0.02

\

Weight for Node B (wB): 0.03

aasssssss————
Bias weight: -0.04
aEEsEssss——
o o
@ AND | O OR | ONAND | ONOR .
ORI ! bias
A

® Heaviside Step | O ReLU | O Sigmoid I

4
02
h tivation functi
| change activation function | Out
03

O Slider ® Backprop
0.
| change calculation mode |

ve)

Task12:
a) Set the calculation mode to "Slider". This way you can adjust the perceptron yourself using the three sliders,

Change the sliders so that the error is zero. What changes in wA, in wB andiadfe

b) Switch the activation function to ReLU and later to Sigmoid. Why does the plot change?
Below you can see the three different activation functions. How do they behave?

1,25 1,25 . . 1,25

Step RelLU Sigmoid
activation 1 p———————— activation 1 activation 1
function = 5 function 475 function ¢
05 0,5 0,5

0,25 0,25 0,2
—_— 0
-1,25-1 -0,75-0,5-0,25 0 0,250,50,75 1 1,25 -1,25-1 -0,75-0,5-0,25 0 0,250,50,75 1 1,25 -1,25 -1 -0,75-0,5-0,25 0 0,250,50,75 1 1,25

c) Now put the perceptron into learning mode usibgckpropagation. Does the perceptron always achieve
learning success? How can you influence it?

20
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Part IV: Mathematical view of perceptron classification or: there must be an easier way!
In an intermediate math course at school every student knows the linear equation formula,
with m as the value for the slope and b as the constant for the intercept:

O a ®

Linear equations

T o https://phet.colorado.edu/sims/html/graphindines/latest/graphing
lines_en.html

e ) o If it seems necessary to repeat or deepen the basics of legaations you

jassss b can start with this simulation. The basics edx¥s interc@t and slope are
thereby interactively worked out and practiced. An interesting puzzle ("Line
Game") rounds off the simulation.

Can both equations Dthe linear equation and the Perceptron equation - be converted into each other?
The two areas where theftérent values for the output apply must have a boundary line somewhere. It must be

possible to describe this boundary line with a linear equatrd the information for this is contained in the
perceptron equation.

10000000000 Area with output -value 1:
1006066666664 :f( o0 |
PGSO PGOGIGISIGES W 2201
°
oo o0
eooe
Area with output -va~lue 0: ¢
| X% T 0200600000000 0
¢es e e e e inewhere output-value changes:
0000000000000 e N
00 02 04A06 08 10 AJI- ATl foFY
Our initial equation for the boundary line ! x "X 0 QO T

To make it easier to understand, wenameboth axis The input variable A becomes the variable x by renaming.
In the same way, the input variable B becomes the variable y by renaming.

@x  UX QQOim
Rearranging the equation gives Uox (77108 ® QO
.0 . @bl
0 0
This equation can be interpreted
0 & QoI
Slope o Intercept o

If wa andwg havethe samesigns slope isnegative
If wa andwg have opposite signslope igositive

If biasandwg havethe samesigns intercept isnegative
If biasandwg have opposite signsntercept ispositive
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Task 13: Calculate the linear equations for the logical Functions and draw its line into the diagram:

Logical OR Perceptron Equation:

Lodp a9 Start:

M T ™ T o
0 | 00 |
0,6

A

-

e —
-

0,2

0@

00 02 04 AO6 08 10

Logical AND Perceptron Equation:
10@ a9 Start:v 5
08 v 1D Ty 1D TATT T
0,6
: A
0,4
s ou
5
0,0
00 02 04 A06 0,8 1,0

BETTER logical OR Perceptron Equation:
104 5
0,8
0,6 A
; 1,
0,4
s ou
B

0,0

00 0,2 04 A06 0,8 1,0

a) Try to translate the drawn line into a lineaguation. The intersection of the straight line with thewis is at 0.5.
b) Why is the straight line better?
c) Then try to convert the linear equation into the perceptron equation.

Solution:
LogicalAnd: y =x logical OR:y x + 1  better logical OR: y=x+0.5 6 J® " J® T1ig v T
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Lesson5: Introduction to neural networks, XOR-Function

What students should learn

The input problem of the ndinearly separable XOR function leads to the
combination of neurons into a new entity: the multilayer neural network, and thus
ultimately to the deep neural network. At this point, the teacher should proceed
cautiously so thaeach step can be carefully traced.

-7 7 MBX TOATX«° Z JIJN° &£ ° X’

Students should first try to use the truth diagram to figure oyseaceptron
weighting those maps to the XOR link. They will notice that this cannot work
need two discriminator lines to fully describe this logic.

Guided by a graphical elaboration of the X€Rnection, the students work out
that the solution is okdined by means of a superposition of ANDd OR
perceptrons. A third perceptron is needed to combine the outputs of both
perceptrons.

At this point, the students work out the operating principle of the multilayer
neural network: Individual neurons takeer partial areas of an overall task,
downstream neurons unite the individual partial areas to form a whole.

Task 14: Draw the Truth diagram and try to find the weights for the perceptron

Truth table Truth-diagram Perceptron

1,0

0,8
A B Out
0o [0 [ o] [ AT
m
1
ot | D»Z'—'Out
1 1 0 0.2 B

0,0
00 02 04 AO6 08 10

Solution

Lodpy @ | 'tis thelogicalXORfunction, and

the truth diagram looks like this:
0,8
It is futile to search for the weights for the

0,6 perceptron because the weights allyet
@ known logicafunctionsmap to a
04 single linear equatioAND, OR, NAND, IMP)

02 But for the separation of the XOR elements B

00@ one needs two straight lines; with one straight
00 02 04 pA06 08 10| lineitcannotbe separated.
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